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Satellite surface velocity measurements covering 86% of
the Greenland Ice Sheet were used to evaluate a prognostic
ice dynamics model on a 3 km grid. A small, but system-
atic, exploration of the parameter space considered changes
in just three critical model parameters, describing ice soft-
ness, nonlinear basal rheology, and basal water pressure, re-
spectively. Parameter combinations were evaluated by com-
paring the modeled and observed surface speeds. Best fit to
the observed distribution of fast flow occurred with no en-
hancement of ice softness, nearly-plastic basal material, and
high basal water pressure under fast-flowing ice. The use
of a standard amount of ice flow enhancement was seen to
generate a distribution of fast flow which is fundamentally
different from that in the observed flow, while a specific pa-
rameterization of basal sliding generated a close-to-observed
distribution.

1. Introduction

Recent studies have led to a better understanding of the
present condition of the Greenland ice sheet (GrIS). Im-
proved surface temperature [Fausto et al., 2009] and pre-
cipitation [Burgess et al., submitted] maps are available, for
example, as are the horizontal surface velocities for a ma-
jority of the GrIS area [Joughin et al., submitted].

In terms of the response of the ice flow to possible cli-
mate changes, however, critical quantities like ice softness
and basal material strength remain poorly-constrained on a
whole-sheet scale. Ice flow models are therefore needed to
understand even the present flow state of the GrIS. If reli-
able predictions for future behavior are to be made, model-
ers must connect relatively-rich present-day surface observa-
tions to a carefully-chosen set of parameters controlling the
modeled three-dimensional ice fluid and its basal sliding.

A primary connection is the “inversion” of surface veloci-
ties to compute basal stress. Typically hundreds to millions
of adjustable spatially-distributed basal parameters are set
in such procedures [e.g. Joughin et al., 2004]. Though such
inverse modeling is vital to understanding ice flow physics,
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and potentially so to forecasting ice sheet behavior, it raises
the concern of model error, which is to say the error from
fitting an inappropriate model to the data. Inversion pro-
cedures might use ice temperatures from a time-dependent
model to determine ice softness, for example, but model er-
ror occurs if the inversion yields a description of ice flow
which is greatly-different from that which determined the
temperature field. Inversion may be used for the initializa-
tion of the future runs of prognostic models, but the avoid-
ance of model error requires evidence that the prognostic
model can do a reasonable job without inversion.

For these reasons, we asked in this study how a model can
match the observed surface velocities using just three scalar
parameters. Our goal was to explain, by example, what
kind of prognostic model might best supply ice temperature
and basal melt rate to an inversion of surface velocities, or
supply velocity boundary conditions to a regional ice flow
model. We used a physically-based formulation of ice flow
and basal sliding, and we imposed the present-day climate.
We created a small set of century-length model runs on a
3 km grid, and we evaluated the (transient) final state of
each model run by comparing its surface velocity to newly-
assembled surface velocity measurements.

2. Model

The open source Parallel Ice Sheet Model (PISM) has a
unified treatment of stresses, sliding resistance, and ther-
modynamics, with the same physics applied at all points of
the ice sheet. It uses a new hybrid membrane- and shear-
stress balance scheme for ice flow [Bueler and Brown, 2009].
Additionally, for GrIS the runs here, a new conservation of
energy scheme determined the ice temperature in cold ice,
the liquid water fraction in temperate ice, and the basal
melt rate, all from a single enthalpy field [Aschwanden and
Blatter , 2009].

The basal material of the GrIS is actually a spatially-
heterogeneous combination of liquid water, deforming wet-
and/or-dirty ice, deforming till, and cold-or-temperate ice
sliding over, or frozen to, bedrock. The spatial distribution
of these cases is not known in detail for the whole GrIS. All
of these conditions were modeled by one basal-sliding power
law. This power law permits many interpretations, includ-
ing classical sliding [Weertman, 1964] and till deformation
[Clarke, 2005]. We choose to describe our basal deforma-
tion model as a partially-saturated, nearly-plastic till with
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drainage [compare Tulaczyk et al., 2000]. The unsaturated
till strength (friction angle) is a time-independent function
of bed elevation, according to the hypothesis that basal ma-
terial with a marine history should be weak [Huybrechts and
de Wolde, 1999].

When an ice sheet is sliding, or when a thin basal layer of
ice or till is deforming easily, the rate of horizontal motion
of the ice column above is controlled significantly by “push-
ing” and “pulling” on its ice column neighbors. Therefore
our flow model included membrane stresses in a balance
called the shallow shelf approximation (SSA; [MacAyeal ,
1989; Weis et al., 1999]). We used a form of this model
applicable to entire ice sheets [Schoof , 2006], and not just
to individual ice streams. Both the classical shallow ice ap-
proximation with no sliding (SIA; [Hutter , 1983]) and the
SSA are solved everywhere at every time step. The solution
of the latter always said “zero sliding” for the majority of
the ice sheet base, however, because the till was sufficiently
strong (e.g. it is frozen) and/or the driving stress was too
low. The region of sliding evolved as the geometry and basal
melt rate fields evolved. The combined model used the SSA
as a “sliding-law” for the SIA [Bueler and Brown, 2009].

Our application of PISM to the GrIS used a 501 × 935
horizontal grid with 3 km spacing, and a vertical grid with
5 m spacing close to the ice base. Each of the 100 model
year runs below used only 5 wall-clock hours (600 processor-
hours) of computation time, which suggests that our model
can be applied for extensive, fine grid century- and millenial-
scale climate scenario studies using supercomputers.

3. Observations and model inputs

The observed velocities were an average of four winter
velocity maps (2000,2006–2008) derived from RADARSAT
data [Joughin et al., submitted], with the (temporal) average
weighted by the formal errors for each individual estimate.
In a few areas where large changes occurred from 2000 to
2008, the resulting estimate represented some intermediate
value. The individual maps were derived from a combina-
tion of speckle tracking and conventional interferometry syn-
thetic aperture radar (InSAR) [Joughin, 2002]. The mean
measurement and processing errors in each velocity compo-
nent were less than 2 m/yr in areas of low surface slope,
with an additional slope-dependent error of 3%. Therefore,
especially for fast flowing ice, observational errors were sub-
stantially smaller than the model-versus-observed velocity
differences below.

Ice surface elevation, land elevation in ice-free areas,
and bedrock elevation were from Bamber et al. [2001].
Bathymetry from Jakobsson et al. [2008] was combined with
the bedrock and ice-free land elevation to create a contin-
uous bed elevation map for the entire model domain. The
result had limited resolution for subglacial fjord-like topog-
raphy, with currently-unavoidable consequences for model-
ing fast-flowing ice in outlet glaciers.

The Shapiro and Ritzwoller [2004] data set for geother-
mal flux was used as a boundary condition at the base of the
ice. This smoothly-varying map lacked small-scale features,
so our results were not consequences of geothermal spatial
variations.

We hypothesized a steady climate for both the “spin-up”
preparatory stage and for our parameter study runs. The
Fausto et al. [2009] parameterization of present, near-surface
(2 m) air temperature provided the upper boundary condi-
tion for the conservation of energy model. A positive degree
day melt model determined upper surface mass balance from
precipitation [Burgess et al., submitted] and air tempera-
ture. The base of floating ice melted at a uniform heat flux
of 0.5 W m−2. Ice shelves (floating tongues) calved-off at
the location of the present-day calving front.

4. Parameter study

As noted, the model runs only differed by the values of
three primary parameters. We now describe their roles in
the model.

The Glen flow law for ice [Paterson, 1994] relates the
strain rate tensor D to the deviatoric stress tensor τ ,

D = eA|τ |n−1τ. (1)

Here A is a fixed scalar function of ice temperature and liq-
uid water fraction [Lliboutry and Duval , 1985; Paterson and
Budd , 1982], |τ | is a norm (scalar invariant) of the stress
tensor τ , and n = 3. The scalar enhancement factor e was
one of our primary parameters, taking values e = 1, 3, 5 in
the study. Larger values of e imply higher strain rates for
the same stress state, thus softer ice, while e = 1 is no en-
hancement.

The shear stress τb applied to the base of the ice sheet
was proportional to a power of the sliding velocity:

~τb = −τc
~ub

|~ub|(1−q)uq
0

. (2)

The perfectly-plastic case has q = 0, implying that the shear
stress is independent of the velocity magnitude [Schoof ,
2006]. The scalar coefficient τc is here called the “yield
stress” for any value of q, though this interpretation is lit-
eral only when q = 0 [Clarke, 2005]. The pseudo-plasticity
exponent 0 ≤ q ≤ 1 was one of our primary parameters,
taking values q = 0.10, 0.25, 0.50. Smaller q values meant
more-plastic till. We fixed u0 = 100 m a−1, interpretable as
a “threshold speed”. Equation (2) includes the linear till
case by using q = 1, so that τb = −βub where β = τc/u0

[compare MacAyeal , 1989]. Weertman [1964]-type obstacle-
controlled sliding has |~ub| = C|~τb|(m+1)/2, with correspon-
dence q = 2/(m + 1) (for appropriate C), so equation (2)
includes the case of ice sliding over hard bedrock.

The basal material (till) is partially-saturated. The key
connection of saturation to strength (yield stress) is through
the modeled liquid water pressure within the till, the pore
water pressure pw. We used a simplified, local parameteriza-
tion [Bueler and Brown, 2009] which gives pw as a fraction
of the overburden pressure:

pw = αwρgH in τc = (tanφ)(ρgH − pw). (3)

Here H is the ice thickness, ρgH is the overburden pres-
sure, and the till fraction angle φ is discussed below. The
relative amount of stored water in the till, a fraction 0 ≤
w ≤ 1, came from time-integrating the basal melt rate at
each basal location independently. Excess water drained
when the thickness of stored water reached 2 m (the limit
w = 1). Frozen till has w = 0 so that pw is zero and τc is
large. The coefficient α is the allowed pore water pressure
fraction, the third of our primary parameters, taking val-
ues α = 0.95, 0.98, 0.99. Observations of boreholes drilled
through temperate ice to bedrock support our assumption
that α ≈ 1 [Lüthi et al., 2002] in fast flow regions, while in
regions of cold base w = 0 occurs, so the constant value of
α is inactive.

The yield stress τc in equation (3) is also a function of
a spatially-distributed material strength factor tanφ. The
till friction angle φ in our GrIS model was between 5 and
20 degrees [compare table 8.1 in Paterson, 1994]. It was a
continuous function of bed elevation, with φ = 5 for bed
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elevations lower than 300 m below sea level, φ = 20 for beds
higher than 700 m above sea level, and linearly-increasing
between.

Of the nine runs in our parameter study, the first was a
control run with (e, q, α) = (3, 0.25, 0.98), supposed to be
mid-range values. From the control run we created six vari-
ations by shifting one primary parameter up or down: e = 1,
e = 5, q = 0.10, q = 0.50, α = 0.95, α = 0.99. We added a
no-enhancement (e = 1), no-sliding, SIA-only run, in which
parameters q and α were inactive. (Later we added a final
case, called “best run” and explained below.)

Each model run used the same present-day steady cli-
mate and initial geometry. The initial enthalpy field was
generated by fixing the control run parameters for a 120,000
model year equilibriation run on a 10 km grid with fixed,
present-day geometry and climate. For each parameter com-
bination, the model was run for two consecutive 100 model
year periods on a 5 km grid, with evolving upper surface.
The present geometry was reset after each of these runs, so
that the enthalpy field evolved to be more compatible both
with the parameter choices and with the present geometry.
The model was then run, starting again from present geom-
etry, on the 3 km grid for 100 model years. The transient
(modeled) surface velocity field from the end of the run was
compared to the observed surface velocity map, with the
following results.

5. Results

Figure 1 shows the observed surface speed alongside two
model results. All nine model results showed slow flow in the
interior of the ice sheet, and fast outlet glacier (or ice stream)
flow in roughly the right locations. More precise methods
than such “eyeballing” are needed for evaluating model re-
sults, however, so we computed the average absolute and
root-mean-square (RMS) differences between modeled and
observed surface speeds. By these standards, the e = 1 runs,
both with and without sliding, are the best results, showing
19 m/a average and 50 m/a RMS differences in both cases.
For comparison, the worst result was for the e = 5 run, with
46 m/a average and 71 m/a RMS differences.

On the other hand, such a direct comparison of surface
speeds over the observed portion of the GrIS area requires
cautious interpretation. Fast flow features of the GrIS make
up a small areal fraction, but changes to the flow in these
regions would be the most significant in its response to cli-
mate changes. While the model may mis-locate these fast
flow features, because of a lack of spatially-detailed basal
strength and bed topography as inputs, it is still appropri-
ate to ask a model to produce surface speed distributions of
the right type. Close model approximation to the observed
fast flow distribution suggests credible modeled ice volume
evolution over century- and millenial-time-scales.

Figure 2 compares the observed fast flow distribution to
the modeled results from three runs. Note that observed
surface speeds in excess of 100 m/a occur in 8.5% of the
GrIS area. Observed speed above 3000 m/a occur in only
45 of the 2×105 ice-filled cells of the 3 km grid, however, so
we exclude these cells as being too few to support meaning-
ful comparison with model results. Thus Figure 2 shows the
histogram of surface speeds in each of 30 bins of width 100
m/a, from 0 m/a to 3000 m/a. The vertical scale is logarith-
mic, emphasizing differences in the amount of fast flow. The
left-most bin contain those 91.5% of grid cells with observed
speeds in the 0–100 m/a range, and the previous average
and RMS differences essentially evaluate this 91.5%.

By this comparison scheme, the SIA-only run without
sliding performs poorly (Figure 2). It has far too few grid
cells with speeds above 500 m/a. The e = 1 run with sliding

performs only slightly better because the control run values
of q and α do not yet generate adequate sliding (not shown).
All of the enhanced (e = 3, 5) runs in the parameter study
give better distributions of fast flow than the SIA-only and
e = 1 runs, at least for speeds � 100 m/a (not shown).
However, in each such enhanced case we note an excessive
amount of flow in the 100–300 m/a range, compared to ob-
servations. For an example illustrating this effect, the green
“+” in the second-from-left bin in Figure 2, shows that the
control run has 2.2 times as many cells with speeds in 100–
200 m/a range as are observed.

The results of the original cases of the parameter study
showed that using the most-plastic till (q = 0.10) and the
highest-allowed pore water pressure (α = 0.99) gave bet-
ter fast flow distributions. Therefore we added a run with
(e, q, α) = (1, 0.10, 0.99). This un-enhanced “best run” was
indeed best in its fast flow distribution (Figure 2). Also it
had only 0.17% fewer cells with speeds in the 100–200 m/a
range than were observed. Finally this run produced 23
m/a average and 56 m/a RMS differences, close to the best
in the study (above). Map-plane Figure 1 shows that the
“best run” reproduced several features of the observed speed
map, including a well-delineated NE Greenland ice stream
and an appropriately-wide region of very slow flow near the
divide.

6. Discussion and Conclusion

An ice-softening enhancement factor has been included
in most ice sheet models of the GrIS [e.g. Huybrechts and
de Wolde, 1999] because it increases the ice flow speed,
bringing the ice sheet volume closer to observed values for
long model-time runs. Though we believe this to be the pri-
mary actual justification for enhancement, it must also be
justified in part by the presence of dusty and/or anisotropic,
thus softer, ice. The effect of adding enhancement, however,
is clear in our results: if e = 3 or e = 5 then there is too much
surface speed in the 100–300 m/a range. Many model stud-
ies may have mis-ascribed the surface expression of basal
sliding, or of the deformation of soft, dirty temperate ice
in thin basal layers, to these bulk ice-softening mechanisms
which are applied to the entire ice column.

Ice sheet modeling requires a choice of stress-balance
equations, and improvements to SIA-only models are an ac-
tive area of research. Our modeled basal sliding is modu-
lated by a membrane stress-balance, which we believe is the
leading-order change needed to improve SIA-only models.
Differences between modeled and observed surface veloci-
ties are dominated by uncertain boundary processes more
than by stress-balance differences, once membrane stresses
are included in those balances. (“Boundary processes” in-
clude basal strength and hydrology models, in particular,
but also geothermal flux inputs and calving forces.)

Ice flow integrates the influence of past climates into the
enthalpy field, thereby affecting present-day distributions of
ice softness and basal melt rate. A model of the paleo-
climate is used to compute this influence in detail [e.g. Huy-
brechts and de Wolde, 1999]. By using a steady climate
we have avoided large uncertainties in the paleo-climate.
Our results suggest that identifying key boundary process
parameters is of at least equal importance to choosing pa-
rameters controlling modeled paleo-climate, when match-
ing present-day surface velocities. Nonetheless some of the
modeled-versus-observed surface speed distribution differ-
ences seen in our results may follow from the actually non-
steady condition of the present-day ice sheet. The GrIS is
neither in balance with its present-day climate nor experi-
encing a steady climate, and Figure 2 suggestively shows
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that many more cells have observed speeds in the 500–1500
m/a range than in the model results. This effect was robust
across the model study.

Because of the critical importance of grounding lines and
ice shelf buttressing for marine ice sheets, the model de-
scribed in the current paper may not be, by itself, sufficient
to describe the present flow condition of the Antarctic ice
sheet with the same degree of agreement with observed ice
velocity. By itself it is a reasonably generic model for mostly-
grounded ice sheets. It can be applied in paleo-glacial cir-
cumstances in which there is no opportunity to invert ex-
tensive surface observations.

In summary, by considering only three parameters con-
trolling ice softness and basal resistance, and by using an
unprecedented 3km grid resolution uniformly over the entire
ice sheet, our model achieved good agreement with newly-
assembled observations of the surface velocity of the Green-
land Ice Sheet. This agreement occurs even though the
model is shallow and uses a steady, present-day climate.
The best fit to observations occured in a run with no en-
hancement of ice-softness, nearly-plastic basal rheology, and
high modeled basal water pressure in fast-flowing regions.
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Figure 1. Observed (left) surface speed (m/a) versus
results from two model runs: control run (middle) and
best run (right), on a common logarithmic color scale.
Model results are masked out where there is no observed
velocity with which to compare.

Figure 2. Distribution of surface speeds in observed
data and in three model runs. Computed by counting
the number of 3 km grid cells with speeds in each of 30
bins with boundaries 0, 100, 200, . . . , 3000 m/a. See text
for parameter choices in model runs.


